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Figure 1 Internal Organization of CI-PMI

Project Description: 

We are developing a completely integrated processor-memory-interconnect (CI-PMI) architecture model to significantly accelerate a range of data-intensive applications. In our architecture, processing, memory, and interconnect are more completely integrated than the existing processor in memory (PIM) architectures. We are using the proposed approach to design suitable CI-PMI architectures for example applications, including MPEG encoding, BLAST algorithm for protein/DNA matching, and scientific visualization.

The proposed research will advance the state of the art in computer architecture, VLSI, and VLSI CAD. For many applications in our scope, this will lead to faster and cheaper designs for day-to-day computation and information retrieval, exchange, and management. In addition, our work on applications such as BLAST and its variants will help accelerate computations that will help researchers in biological sciences accelerate their process of discovery for the benefit of society.

Ideas: 

Background: The proposed research targets data-intensive applications that include small kernels that dominate the total execution time as well as memory accesses and are characterized by (i) simple operations, (ii) performed on small items of data, (iii) repeated with significant locality for large numbers of data items that may span the entire data set in the memory, (iv) with a large degree of inherent parallelism. Examples of such applications include image processing (such as MPEG encoding), BLAST, and scientific visualization. In classical architectures, these kernels limit the performance of the entire application, since they require large numbers of computations as well as large numbers of data transfers between the processor and the memory.

Key Ideas: Starting with the classical architecture of high capacity memory chips, i.e., a binary tree of decoders with memory modules as leaves laid out as an H-tree, we add copies of one or more types of application-specific computing elements at different levels of the memory decoder tree and add desired functionality in the decoders to augment their role as interconnects as well as to support desired computation. In this manner, we increase effective memory bandwidth and increase computational parallelism. At the same time, we eliminate the overheads otherwise associated with required data placement and replication by modifying the decoders in the tree and adding an application-specific control processor.
Recent specific results: We have applied the proposed approach to MPEG encoding. The data intensive kernel in this application is the motion estimation procedure that computes the relative motion between the previous and current frames of video to enable compression. On a classical general-purpose processor (GPP), this kernel can consume around 90% of computational effort and its performance is limited by the bandwidth available between the GPP and classical memory, especially for HDTV quality video. 

We have developed a CI-PMI version of this architecture. In this architecture, we have designed application-specific computing elements (ASCE) and added them at various levels of the memory decoder tree. Addition of such computing elements at level-k in the tree can potentially provide a factor of 2k improvement in computation as well as memory bandwidth. However, this high level of improvement is significantly compromised by the need for small number of data accesses that each ASCE must make to memory blocks that are not its children nodes in the decoder tree. We have implemented an approach to replicate the data from the previous and current frames in a manner that eliminates this overhead. However, the overhead of performing such data replication using the GPP is unacceptably high. We have hence added an application-specific control processor that helps eliminate this overhead. 

We have developed a version of our CI-PMI architecture in which we have incorporated 2048 application-specific processors within the memory tree, modified the decoders in the tree, and added a single application-specific control processor. We have carried out a detailed simulation study that shows that the proposed architecture provides a 2034x reduction in the number of memory accesses made by the GPP, and a 439x improvement in the performance of the motion estimation kernel. 

Tools
We have developed an architectural simulator for detailed simulation of the proposed CI-PMI architectures. At the current time, this simulator has been customized to simulate the above instance of CI-PMI architecture designed to accelerate motion estimation kernel of MPEG encoding.

People:
At the current time, graduate students are being trained in the general methodology of research as well as in the specific technical domain of interest, namely computer architecture, VLSI, and CAD. As our results approach a critical mass, we will start developing material for new instructional modules to be used in architecture and VLSI design classes at USC as well as UCI.
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